


This presentation contains forward-looking statements concerning Advanced Micro Devices, Inc. (AMD) such as the features, functionality, performance, availability, timing and
expected benefits of AMD products and product roadmaps, which are made pursuant to the Safe Harbor provisions of the Private Securities Litigation Reform Act of 1995. Forward-
looking statements are commonly identified by words such as "would," "may," "expects," "believes," "plans," "intends," "projects" and other terms with similar meaning. Investors are
cautioned that the forward-looking statements in this presentation are based on current beliefs, assumptions and expectations, speak only as of the date of this presentation and
involve risks and uncertainties that could cause actual results to differ materially from current expectations. Such statements are subject to certain known and unknown risks and
uncertainties, many of which are difficult to predict and generally beyond AMD's control, that could cause actual results and other future events to differ materially from those
expressed in, or implied or projected by, the forward-looking information and statements. Investors are urged to review in detail the risks and uncertainties in AMD’s Securities and
Exchange Commission filings, including but not limited to AMD’s most recent reports on Forms 10-K and 10-Q.

AMD does not assume, and hereby disclaims, any obligation to update forward-looking statements made in this presentation, except as may be required by law.



Source: https://www.top500.org/lists/2020/11/
Use of third-party marks/logos/products is for informational purposes only and no endorsement of or by AMD is intended or implied. GD-83

§ Powered by AMD EPYC™ CPUs & AMD Instinct™ GPUs
§ ~1.5 ExaFLOPS expected
§ Expected to be more powerful than today’s top 50 Fastest supercomputers combined 
§ Shipment in 2021

§ Powered by next gen AMD EPYC™ CPUs & AMD Instinct™ GPUs
§ ~2.0 ExaFLOPS expected
§ Expected to be more powerful than today’s 200 fastest supercomputers combined 
§ Shipment in 2023

https://www.top500.org/lists/2020/11/
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INNOVATION THROUGH CLOSER CPU AND GPU INTEGRATION



SEE ENDNOTES MI100-04, MI100-17



AMD CDNA™ ARCHITECTURE 
The All-New AMD GPU Architecture for the Modern Era of HPC & AI 

• AMD CDNA Architecture Overview
Enhanced Compute Units with Matrix Core Engine to boost 
computational throughput for FP32, FP16 numerical functions

• L2 Cache and Memory
The 8MB L2 cache is shared across the whole chip and physically 
partitioned into 32 slices with a total aggregate bandwidth of 3TB/s

The 32GB of HBM2 comes in four 8-high stacks for an aggregate 
theoretical throughput of 1.23TB/s

• Communication and Scaling 
The AMD Infinity Fabric™ links operate at 23GT/s and are 16-bits 
wide offering full connectivity in quad GPU configurations

The Infinity Fabric links support coherent GPU memory, which 
enables multiple GPUs to share an address space and tightly 
cooperate on a single problem.

ARCHITECTED WITH A FOCUS ON COMPUTE

Source: AMD CNDA Architecture Whitepaper

https://www.amd.com/system/files/documents/amd-cdna-whitepaper.pdf


SEE ENDNOTES CDNA-04, MI100-03, MI100-07, MI100-08.



SEE ENDNOTES MI100-03

HPC
AI



SEE ENDNOTES MI100-07



SOURCE: OAK RIDGE NATIONAL LABORATORY: NAMD 2.14, STMV 1.06M ATOMS BENCHMARK, 2X EPYC 7742 + MI100 VS 2X POWER9 + V100 SXM, CHOLLA, TOTAL RUN MEASURED. 2X EPYC 7742 + MI100 VS 
2X EPYC 7742 + V100, PICONGPU, TOTAL RUN MEASURED. 2X EPYC 7742 + MI100 VS 2X EPYC 7742 + V100, GESTS, TOTAL RUN MEASURED, 2X EPYC 7742 + MI100 VS 2X EPYC 7742 + V100
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Complete Solutions for HPC/AI Workloads

Validated, Optimized Systems

AMD Infinity Hub
Containerized HPC Apps and ML Frameworks

Purpose-built accelerators for HPC/AI workloads

Range of system types & configurations from leading 
OEMs/ODMs taking advantage of AMD Infinity Architecture

Open software platform for developers to port or build high-
performance applications that run on any CPU/GPU

Single place for researchers, data scientists and end-users to 
easily find, download and install containerized HPC apps and 
ML frameworks that are optimized and supported on ROCmTM

Compilers, Dev Tools, 
Libraries, Mgmt Tools

Planned 
for June 

2021



ProductionBeta/Early

Open Source & Portable

Unlocks full system performance

Datacenter-Ready at Scale

Scale-out 
Comm. Libraries OpenMPI UCX MPICH RCCL

High Performance ComputingApplications

Programming 
Models OpenMP HIP OpenCL™ Python

Drivers RedHat, CentOS, SLES & Ubuntu Device Drivers and Run-Time

Machine Learning

RNG, FFT BLAS, EigenSparse MIOpenMath Libraries

Kokkos RAJA TensorFlow PyTorchPortability 
Frameworks

Debugger Profiler, Tracer System Valid. System Mgmt. Tools

Singularity SLURM Docker KubernetesCluster Deployment

Processors CPU + GPU



“We determined that a server built with 
AMD EPYC CPUs and eight AMD MI50 
GPUs delivered ideal cost performance. 
And, as our GPU code is better 
optimized, we achieve even greater 
efficiency.”
Professor Volker Lindenstruth
chairman of the Board of Directors,FIAS

“We got most of the porting [of 
CHOLLA] to HIP to run on AMD 
hardware done in a few hours.” 
Reuben Budiardja
Computational Scientist at ORNL

“We are very appreciative of the fact 
that AMD has the ROCm open source 
software stack with the HIP programing 
model.” 
Sunita Chandrasekaran, Assistant 
Professor of Computer and Information 
Sciences at the University of Delaware

LINK
LINK

LINK

https://www.amd.com/system/files/documents/goethe-university-frankfurt-case-study.pdf
https://www.amd.com/system/files/documents/ornl-prepares-for-exascale-supercomputing-with-amd-Instinct-mi100.pdf
https://www.amd.com/system/files/documents/oak-ridge-national-laboratory-cholla.pdf


*Available separately on github



#include 
“cuda.h”

#include 
“hcc.h”

nvcc hipcc

Nvidia GPU AMD GPU

#include 
“hcc.h”

c/c++ compiler

x86 CPU

Portable HIP C++ (Host & Device Code)

C++ runtime API and kernel language that allows developers 
to create portable applications that can run on AMD’s 
accelerators, x86 CPUs as well as CUDA® devices.

§ Syntactically like CUDA

§ Most CUDA API calls can be converted in place
§ Supports a strong subset of CUDA runtime functionality



__global__ void add(int n, double *x, double *y)
{
int index = blockIdx.x * blockDim.x + threadIdx.x;
int stride = blockDim.x * gridDim.x;
for (int i = index; i < n; i += stride)
{
y[i] = x[i] + y[i];
}

}

__global__ void add(int n, double *x, double *y)
{
int index = blockIdx.x * blockDim.x + threadIdx.x;
int stride = blockDim.x * gridDim.x;
for (int i = index; i < n; i += stride)
{
y[i] = x[i] + y[i];
}

}

KERNELS ARE SYNTACTICALLY IDENTICAL

CUDA VECTOR ADD FOR GPU HIP VECTOR ADD FOR GPU OR CPU



Hipify-perl
◢ Easy to use –point at a directory and it will attempt to hipify

CUDA code
◢ Very simple string replacement technique: may make incorrect 

translations
◢ sed -e ‘s/cuda/hip/g’, (e.g., cudaMemcpy becomes hipMemcpy)
◢ Recommended for quick scans of projects

Hipify-clang
◢ Requires clang compiler to parse files and perform semantic 

translation
◢ More robust translation of the code
◢ Generates warnings and assistance for additional analysis
◢ High quality translation, particularly for cases where the user is 

familiar with the make system



cudaMemcpyAsync(d_npos,h_npos,sizeof(float4)*SIZE,cudaMemcpyHost
ToDevice,stream);

cudaMemcpyAsync(d_mask,h_mask,sizeof(MASK_T)*cnt,cudaMemcpyH
ostToDevice,stream);

calcHHCullenDehnen<<<blocksPerGrid, threadsPerBlock, 0, 
stream>>>(cnt, SIZE, d_npos, d_mask, rsm);

cudaMemcpyAsync(h_pos,d_npos+(SIZE-
cnt),sizeof(float4)*cnt,cudaMemcpyDeviceToHost,stream);

cudaMemcpyAsync(h_mask,d_mask,sizeof(MASK_T)*cnt,cudaMemcpyDe
viceToHost,stream);

hipMemcpyAsync(d_npos,h_npos,sizeof(float4)*SIZE,hipMemcpyHostTo
Device,stream);

hipMemcpyAsync(d_mask,h_mask,sizeof(MASK_T)*cnt,hipMemcpyHostT
oDevice,stream);

hipLaunchKernelGGL((calcHHCullenDehnen), dim3(blocksPerGrid), 
dim3(threadsPerBlock), 0, stream, cnt, SIZE, d_npos, d_mask, rsm);

hipMemcpyAsync(h_pos,d_npos+(SIZE-
cnt),sizeof(float4)*cnt,hipMemcpyDeviceToHost,stream);

hipMemcpyAsync(h_mask,d_mask,sizeof(MASK_T)*cnt,hipMemcpyDevic
eToHost,stream);

CUDA HIP



HIP CODE DELIVERS SIMILAR PERFORMANCE ON SELF-FLUIDS KERNEL AS CUDA® CODE, ON NVIDIA GPUS

On the Nvidia systems, the performance of the 

HIP and CUDA kernels are nearly identical, 

indicating there are no performance losses from 

the ‘hipification’ process.

“

”
HIP Performance Comparisons: AMD and Nvidia GPUs

https://journal.fluidnumerics.com/hip-performance-
comparisons-amd-and-nvidia-gpus

https://journal.fluidnumerics.com/hip-performance-comparisons-amd-and-nvidia-gpus


CUDA Library ROCm Library Comment

cuBLAS rocBLAS Basic Linear Algebra Subroutines

cuFFT rocFFT Fast Fourier Transfer Library

cuSPARSE rocSPARSE Sparse BLAS + SPMV

cuSolver rocSolver Lapack Library

AMG-X rocALUTION Sparse iterative solvers & preconditioners with Geometric & Algebraic MultiGrid

Thrust rocThrust C++ parallel algorithms library

CUB rocPRIM Low Level Optimized Parallel Primitives

cuDNN MIOpen Deep learning Solver Library

cuRAND rocRAND Random Number Generator Library

EIGEN EIGEN C++ template library for linear algebra: matrices, vectors, numerical solvers

NCCL RCCL Communications Primitives Library based on the MPI equivalents



ENABLING ENHANCED SCIENTIFIC DISCOVERY 

•Neural Network for Surrogate Models: CFDNet
•[2005.04485] CFDNet: a deep learning-based 
accelerator for fluid simulations (arxiv.org), ICS 
•1.9x-7.4x speedup without relaxing the 
convergence constraints of the physics solver=
•Exploring further generalizations to: LES, 
MD,AMG

•
•Improved Variational Monte Carlo

•"Deep Learning on Supercomputers 
Workshop" at SC20, 
https://ieeexplore.ieee.org/abstract/document/9297114 
•5x speed-ups in select quantum mechanical 
systems

•COVID19 HPC task force
•Support for Corona Cluster at LLNL

https://arxiv.org/abs/2005.04485




TensorFlow PyTorch

Source https://github.com/tensorflow/tensorflow https://github.com/pytorch/pytorch

Python PIP Wheel https://pypi.org/project/tensorflow-rocm/ https://pytorch.org

Docker Container https://hub.docker.com/r/rocm/tensorflow https://hub.docker.com/r/rocm/pytorch

https://github.com/tensorflow/tensorflow
https://github.com/pytorch/pytorch
https://pypi.org/project/tensorflow-rocm/
https://hub.docker.com/r/rocm/tensorflow
https://hub.docker.com/r/rocm/pytorch


https://communities.surf.nl/artikel/performance-comparison-of-image-
classification-models-on-amdnvidia-with-pytorch-18

We would like to thank all the folks from SURF for providing feedback on our plots. Experiments on the NVIDIA platform were conducted on the Lisa 
cluster computer. Experiments on AMD hardware were conducted on the Kleurplaat system within SURF Open Innovation Lab.

https://communities.surf.nl/artikel/performance-comparison-of-image-classification-models-on-amdnvidia-with-pytorch-18
https://www.surf.nl/en/high-performance-machine-learning-efficient-and-scalable-machine-learning-in-hpc-environments/
https://userinfo.surfsara.nl/systems/lisa
https://www.surf.nl/en/get-access-to-experimental-systems
https://www.surf.nl/en/the-surf-cooperative/surf-open-innovation-lab


ROCm™ Learning Center

AMD Accelerator Cloud
Private cloud environment for customers and partners to test 
code and applications on the latest AMD GPUs
Registration Link

Curated videos, webinars, labs and tutorials for developers 
to learn how to use ROCm
https://developer.amd.com/resources/rocm-resources/rocm-learning-center/

https://forms.office.com/Pages/ResponsePage.aspx?id=H5bYPYjkYE6OEagtmU4YPe0_mupu_3hBiIEF5n5QuJlUOE80REFYRTRHWldBSE5OTDBJRlBGR1ZWSC4u&wdLOR=c49AF0E7C-F308-4039-8815-6318F25573D3
https://developer.amd.com/resources/rocm-resources/rocm-learning-center/


◢

◢ https://www.amd.com/en/products/server-accelerators/instinct-mi100
◢ www.AMD.com/Instinct
◢ https://www.amd.com/en/graphics/servers-radeon-instinct-mi-powered-servers
◢

◢ https://www.amd.com/en/technologies/cdna
◢ https://www.amd.com/system/files/documents/amd-cdna-whitepaper.pdf
◢ https://www.amd.com/en/technologies/infinity-architecture

◢

◢ https://www.amd.com/en/graphics/servers-solutions-rocm
◢ https://developer.amd.com/resources/rocm-resources/rocm-learning-center/
◢ https://rocmdocs.amd.com/en/latest/

◢ www.AMD.com/HPC

Guy.Ludden@AMD.com

https://www.amd.com/en/products/server-accelerators/instinct-mi100
http://www.amd.com/Instinct
https://www.amd.com/en/graphics/servers-radeon-instinct-mi-powered-servers
https://www.amd.com/en/technologies/cdna
https://www.amd.com/system/files/documents/amd-cdna-whitepaper.pdf
https://www.amd.com/en/technologies/infinity-architecture
https://www.amd.com/en/graphics/servers-solutions-rocm
https://developer.amd.com/resources/rocm-resources/rocm-learning-center/
https://rocmdocs.amd.com/en/latest/
http://www.amd.com/HPC
mailto:Guy.Ludden@AMD.com


Thank you for attending!

Questions?



CDNA-04
Calculations by AMD Performance Labs as of Oct 5th, 2020 for the AMD Instinct™ MI100 accelerator designed with AMD CDNA 7nm FinFET process technology at 1,200 MHz peak memory clock resulted in 1.2288 
TFLOPS peak theoretical memory bandwidth performance. The results calculated for Radeon Instinct™ MI50 GPU designed with “Vega” 7nm FinFET process technology with 1,000 MHz peak memory clock resulted 
in 1.024 TFLOPS peak theoretical memory bandwidth performance. CDNA-04

MI100-03
Calculations conducted by AMD Performance Labs as of Sep 18, 2020 for the AMD Instinct™ MI100 (32GB HBM2 PCIe® card) accelerator at 1,502 MHz peak boost engine clock resulted in 11.54 TFLOPS peak double 
precision (FP64), 46.1 TFLOPS peak single precision matrix (FP32), 23.1 TFLOPS  peak single precision (FP32), 184.6 TFLOPS peak half precision (FP16) peak theoretical, floating-point performance. Published results 
on the NVidia Ampere A100 (40GB) GPU accelerator resulted in 9.7 TFLOPS peak double precision (FP64). 19.5 TFLOPS peak single precision (FP32), 78 TFLOPS peak half precision (FP16) theoretical, floating-point 
performance. Server manufacturers may vary configuration offerings yielding different results. MI100-03

MI100-04
Calculations performed by AMD Performance Labs as of Sep 18, 2020 for the AMD Instinct™ MI100 accelerator at 1,502 MHz peak boost engine clock resulted in 184.57 TFLOPS peak theoretical half precision (FP16) 
and 46.14 TFLOPS peak theoretical single precision (FP32 Matrix) floating-point performance. The results calculated for Radeon Instinct™ MI50 GPU at 1,725 MHz peak engine clock resulted in 26.5 TFLOPS peak 
theoretical half precision (FP16) and 13.25 TFLOPS peak theoretical single precision (FP32 Matrix) floating-point performance. Server manufacturers may vary configuration offerings yielding different results. 
MI100-04

MI100-05
Calculations performed by AMD Performance Labs as of Sep 18, 2020 for the AMD Instinct™ MI100 accelerator at 1,502 MHz peak boost engine clock resulted in 11.535 TFLOPS peak theoretical double precision 
(FP64) floating-point performance. The results calculated for Radeon Instinct™ MI50 GPU at 1,725 MHz peak engine clock resulted in 6.62 TFLOPS FP64. Server manufacturers may vary configuration offerings 
yielding different results. MI100-05

MI100-07
Radeon Instinct™ MI50 “Vega 7nm” technology-based accelerators support PCIe® Gen 4.0 providing up to 64 GB/s peak theoretical transport data bandwidth from CPU to GPU per card. Radeon Instinct™ MI50 
“Vega 7nm” technology-based accelerators include dual Infinity Fabric™ Links providing up to 184 GB/s peak theoretical GPU to GPU or Peer-to-Peer (P2P) transport rate bandwidth performance per GPU card. 
Combined with PCIe Gen 4 support providing an aggregate GPU card I/O peak bandwidth of up to 248 GB/s. 
MI50 based four GPU hives provide up to 368 GB/s peak theoretical P2P performance. Dual 4 GPU hives in a server provide up to 736 GB/s total peak theoretical direct P2P performance per server.

MI100-08
92.28 TFLOPS peak theoretical bFloat16 precision (BF16) performance based on calculations conducted performed by AMD Performance Labs as of Oct 05, 2020 for the AMD Instinct™ MI100 accelerator at peak 
1,502 MHz boost engine clock. Server manufacturers may vary configuration offerings yielding different results.  MI100-08

MI100-17
Calculations conducted by AMD Performance Labs as of Sep 18, 2020 for the AMD Instinct™ MI100 (32GB HBM2 PCIe® card) accelerator at 1,502 MHz peak boost engine clock resulted in 11.54 TFLOPS peak double 
precision (FP64) theoretical floating-point performance. Nvidia specifications from datasheets at www.nvidia.com/content/en-us/data-center and other sources. MI100-17

End Notes  

http://www.nvidia.com/content/en-us/data-center%20and%20other%20sources.%20MI100-17


Disclaimer and Attributions 

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions and typographical errors.
The information contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap 
changes, component and motherboard version changes, new model and/or product releases, product differences between differing manufacturers, software changes, BIOS 
flashes, firmware upgrades, or the like. AMD assumes no obligation to update or otherwise correct or revise this information. However, AMD reserves the right to revise 
this information and to make changes from time to time to the content hereof without obligation of AMD to notify any person of such revisions or changes.

AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS 
OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION.
AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO 
ANY PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF 
AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

© 2021 Advanced Micro Devices, Inc. all rights reserved. AMD, the AMD arrow, AMD CDNA, AMD Instinct, AMD RDNA, ROCm, and combinations thereof, are trademarks of 
Advanced Micro Devices, Inc. Other names are for informational purposes only and may be trademarks of their respective owners. PCIe® is a registered trademark of PCI-SIG 
Corporation.




